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Introduction and Project Description

The CMS [1] data management team is responsible for distributing data among various
computing centers globally. However, due to limited disk space at these centers, it becomes
necessary to dynamically manage the data available on disk. When data is not readily
available on disk, users have to wait for it to be retrieved from permanent tape storage
[2], causing delays in data analysis and hindering scientific productivity. To overcome this
challenge, this project aims to develop a tool that utilizes machine learning [3] algorithms to
predict which data should be retained on disk based on current usage patterns. By leveraging
machine learning techniques, it should be possible to analyze historical data usage patterns
and identify trends or patterns that indicate the popularity or likelihood of future data access.
This predictive capability allows the CMS data management team to proactively allocate disk
space to the data that is more likely to be requested, ensuring faster access for users and
minimizing the need for retrieving data from tape storage.
The tool that is to be created will involve several key components:
1) Data Collection: Consists of the gathering of raw data from various sources such as a
summary of user analysis jobs. Data should include which datasets are accessed, when they
are accessed, the frequency of access, etc. This data will serve as the training set for our
Machine Learning models.
2) Feature Engineering [4]: Identifying relevant features or characteristics that can help
predict data popularity. These features could include variables such as the size of the dataset,
the historical access pattern, the type of data, or any other relevant metadata associated with
the dataset.
3) Machine Learning Algorithms: We will need to use Recurrent Neural Networks [5] (LSTM,
Transformers etc) to train on the collected historic data and predict the popularity of datasets.
I will need to experiment with different algorithms to find the most accurate and efficient
solution.
4) Model Evaluation: Assessing the performance of our machine learning models using ap-
propriate evaluation metrics. This step ensures that our predictions are reliable and can
guide data management decisions effectively.
5) Integration and Deployment: Integrating the developed tool into the existing CMS data
management infrastructure so that it can continuously monitor and update data popularity
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predictions.

Software Deliverables

In this work, we will use Python for Machine Learning, especially the Tensorflow, PyTorch
and scikit-learn packages to build, optimize and train our models.

Preliminary Timeline

Week 1-3 Aggregating the raw data to extract data usage information. Transferring ob-
tained data into the Python environment and getting familiar with it.

Week 4-7 Learning about Feature Engineering and using the gained knowledge in practice.

Week 8-9 Experimenting with different models and testing them with small datasets.

Week 10 Training model with the full CMS data. Predict the probability that a dataset
will be accessed in the next month.

Week 11-12 Adding mechanisms that will allow the algorithm to monitor real-time trends
with a corresponding predictions improvement and summarising results as a short re-
port.
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