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1 Introduction

The quest to understand the fundamental building blocks of nature and their interactions is one
of the oldest and most ambitious of human scientific endeavors. Facilities such as CERN’s Large
Hadron Collider (LHC) represent a huge step forward in this quest. The discovery of the Higgs
boson, the observation of exceedingly rare decays of B mesons, and stringent constraints on many
viable theories of physics beyond the Standard Model (SM) demonstrate the great scientific value
of the LHC physics program. The next phase of this global scientific project will be the High-
Luminosity LHC (HL-LHC) which will collect data starting circa 2026 and continue into the 2030’s.
The primary science goal is to search for physics beyond the SM and, should it be discovered, to
study its details and implications. During the HL-LHC era, the ATLAS and CMS experiments
will record ∼10 times as much data from ∼100 times as many collisions as were used to discover
the Higgs boson (and at twice the energy). The NSF and the DOE are planning large investments
in detector upgrades so the HL-LHC can operate in this high-rate environment. A commensurate
investment in R&D for the software for acquiring, managing, processing and analyzing HL-LHC
data is critical to maximize the return-on-investment in the upgraded accelerator and detectors.

We propose to establish the Institute for Research and Innovation in Software for High Energy
Physics (IRIS-HEP) to meet the software and computing challenges of the HL-LHC. The Institute
will address key elements of the “Roadmap for HEP Software and Computing R&D for the 2020s” [1]
and will implement the “Strategic Plan for a Scientific Software Innovation Institute (S2I2) for High
Energy Physics” [2] submitted to the NSF in December 2017. These two documents represent,
respectively, the outcome of international and U.S. HEP community planning processes; these were
driven in part by the NSF-funded S2I2-HEP Institute Conceptualization Project [3]. Over the
course of a dozen workshops during 2016 and 2017, more than 260 scientists and engineers from
around the world were involved in building this community vision.

IRIS-HEP will serve as an active center for software R&D, function as an intellectual hub for the
larger community-wide software R&D efforts, and transform the operational services required to
ensure the success of the HL-LHC scientific program. Three high-impact R&D areas will leverage
the talents of the U.S. university community: (1) development of innovative algorithms for data
reconstruction and triggering; (2) development of highly performant analysis systems that reduce
‘time-to-insight’ and maximize the HL-LHC physics potential; and (3) development of data orga-
nization, management and access systems for the community’s upcoming Exabyte era. IRIS-HEP
will sustain investments in today’s distributed high-throughput computing (DHTC) and build an
integration path to deliver its R&D activities into the distributed production infrastructure.

As an intellectual hub, IRIS-HEP will lead efforts to (1) grow convergence research between HEP
and the Cyberinfrastructure, Data Science and Computer Science communities for novel approaches
to the compelling HL-LHC challenges, (2) bring in new effort from U.S. Universities emphasizing
professional development and training, and (3) sustain HEP software and underlying knowledge
related to the algorithms and their implementations over the two decades required. HEP is a
global, complex, scientific endeavor. These activities will help ensure that the software developed
and deployed by a globally distributed community will extend the science reach of the HL-LHC
and will be sustained over its lifetime. It will also advance other HL-LHC era HEP experiments.

The plan for IRIS-HEP reflects a community vision. Developing, deploying, and maintaining
sustainable software for the HL-LHC experiments has tremendous technical and social challenges. A
university-based Institute to lead a “software upgrade” will complement the hardware investments
being made. In addition to enabling the best possible HL-LHC science, IRIS-HEP will bring
together the larger cyberinfrastructure and HEP communities to address the complex issues at
the intersection of Exascale high-throughput computing and Exabyte-scale datasets in big science.
This will advance the objectives of the 2016 National Strategic Computing Initiative [4].
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2 Science Drivers

In the past 200 years, physicists have discovered the basic constituents of ordinary matter and
they have developed a very successful theory to describe the interactions (forces) among them. All
atoms, and the molecules from which they are built, can be described in terms of these constituents.
The nuclei of atoms are bound together by strong nuclear interactions. Their decays result from
strong and weak nuclear interactions. Electromagnetic forces bind atoms together, and bind atoms
into molecules. The electromagnetic, weak nuclear, and strong nuclear forces are described in terms
of quantum field theories. The electromagnetic and weak nuclear interactions are intimately related
to each other, but with a fundamental difference: the particle responsible for the exchange of energy
and momentum in electromagnetic interactions (the photon) is massless while the corresponding
particles responsible for the exchange of energy and momentum in weak interactions (the W and
Z bosons) are about 100 times more massive than the proton. A critical element of the Standard
Model (SM) is the prediction (made more than 50 years ago) that a qualitatively new type of
particle, called the Higgs boson, would give mass to the W and Z bosons. Its discovery at the LHC
by the ATLAS and CMS Collaborations in 2012 [5, 6] confirmed experimentally the last critical
element of the SM.

The SM describes essentially all known physics very well, but its mathematical structure and
some important empirical evidence tell us that it is incomplete. These observations motivate a large
number of SM extensions, generally using the formalism of quantum field theory, to describe new
physics beyond the SM (BSM) physics. For example, “ordinary” matter as described by the SM
accounts for only 5% of the mass-energy budget of the universe, while dark matter, which interacts
with ordinary matter gravitationally, accounts for 27%. While we know something about dark
matter at macroscopic scales, we know nothing about its microscopic, quantum nature, except that
its particles are not found in the SM and they lack electromagnetic and nuclear interactions. BSM
physics also addresses a key feature of the observed universe: the apparent dominance of matter
over anti-matter. The fundamental processes of leptogenesis and baryongenesis (how electrons and
protons, and their heavier cousins, were created in the early universe) are not explained by the SM,
nor is the required level of CP violation (the asymmetry between matter and anti-matter under
charge and parity conjugation) present. Constraints on BSM physics come from “conventional”
HEP experiments plus others searching for dark matter particles either directly or indirectly.

The Particle Physics Project Prioritization Panel issued a Strategic Plan for U.S. Particle
Physics [7] in May 2014. It was quickly endorsed by the High Energy Physics Advisory Panel
and submitted to the DOE and the NSF. The report identifies, five compelling lines of inquiry that
show great promise for discovery over the next 10 to 20 years. These are the Science Drivers:

• Use the Higgs boson as a new tool for discovery

• Pursue the physics associated with neutrino mass

• Identify the new physics of dark matter

• Understand cosmic acceleration: dark matter and inflation

• Explore the unknown: new particles, interactions, and physical principles.

The HL-LHC will address the first, third, and fifth of these using an order of magnitude more
data acquired at twice the energy and with 100 times the luminosity compared to the Higgs dis-
covery. These are the Science Drivers for IRIS-HEP.

Summary of Physics Motivation: The ATLAS and CMS collaborations published letters of
intent to do experiments at the LHC in October 1992, about 25 years ago. At the time, the top
quark had not yet been discovered; no one knew if the experiments would discover the Higgs boson,
supersymmetry, technicolor, or something completely different. Looking forward, no one can say
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Figure 1: CPU and disk storage requirement evolution for the CMS experiment into the first
two years of HL-LHC [8]. MC stands for Monte Carlo simulated data. RAW, GENSIM, AOD,
MINIAOD and USER are various categories (“tiers”) of data. HS06 is a HEP-specific SPECINT06-
derived benchmark [9]. An average x86 64 core in recent years is approximately 10 HS06 units.

what will be discovered in the HL-LHC era. However, with major increases in luminosity and in
data rates, the next 20 years are likely to bring even more exciting discoveries.

3 Computing Challenges

During the HL-LHC era (Run 4, starting circa 2026/2027), the ATLAS and CMS experiments
intend to record 10x more events per year with a factor of 5x more complexity and 20x more data
compared to Run 2. The planned integrated luminosity is Lint ∼ 3000 fb−1 at 14 TeV by 2035.

In terms of data volume, the LHC experiments expect a dramatic increase at the beginning of
the HL-LHC program, as can be seen in Figure 1 and 2. Each of the experiments will generate
several exabytes of science data per year. In contrast, the computing resource scrutiny group (C-
RSG) [10] says that “growth equivalent to 20%/year [...] towards HL-LHC [...] should be assumed”
when projecting available computing resources.

While no one expects such projections to be accurate over 10 years, it is clear that the projected
needs of the experiments far exceed the resources that will be available assuming the typical growth
rate of computational and storage capabilities and today’s methods of doing processing and analysis.
The magnitude of the discrepancy is illustrated in Figures 1 and 2 for CMS and ATLAS, respectively.
Very crudely, the experiments need five times greater resources than will be available to achieve
their full science reach in the first 1000 fb−1 of data. An aggressive and coordinated software R&D
program is essential to mitigate this problem.

Aside from the purely science driven challenge of dealing with dramatically higher data rates
and more complex events, HEP faces both hardware infrastructure and expert staffing challenges
that must be addressed to ensure its continued effective use of computing facilities. Specifically:

• Processor technology evolution: The challenges for processor technologies are well known [12].
While the number of transistors on integrated circuits doubles every two years (Moore’s
Law), power density limitations and aggregate power limitations lead to a situation where
“conventional” sequential processors are being replaced by vectorized and even more highly
parallel architectures. Major changes to the algorithms implemented in our software are
required to take advantage of these new architectures.
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Figure 2: ATLAS CPU and disk requirement evolution into the first three years of HL-LHC,
compared to growth rate assuming flat funding [11]. Units are as in Figure 1.

• New computing architectures: Understanding how emerging architectures, from low power
processors to parallel architectures like GPUs to more specialized technologies like FPGAs,
are one way for HEP to realize dramatic growth in computing power.

• Storage evolution: Limitations in affordable storage pose a major challenge, as does the I/O
capacity of ever larger hard disks. While wide area network capacity will probably continue
to increase at the required rate, the ability to use it efficiently will need a closer integration
with applications.

• Training and expert development: The human and social challenges run in parallel with
the technical challenges. All algorithms and software implementations are developed and
maintained by people, many with unique expertise. HEP must understand how to effectively
train large numbers of novice developers, and to cope with smaller numbers of more expert
developers and architects, while fostering effective collaboration within software development
teams and across experiments.

The overarching goal of IRIS-HEP is to maximize the return-on-investment in the upgraded
accelerator and detectors to enable break-through scientific discoveries. Each of these software and
computing challenges must be met with innovative ideas and approaches for HL-LHC to be a
success. This requires a coherent effort engaged with the larger scientific software community.
IRIS-HEP will play a central role in guaranteeing this success.

4 Institute for Research and Innovation in Software
for High Energy Physics (IRIS-HEP)

As described in Section 1, the mission of IRIS-HEP will be to serve as both an active software
research and development center and as an intellectual hub for the larger R&D effort required
to ensure the success of the HL-LHC scientific program. The proposed Institute will operate
for a five year period from September 2018 to 2023 (inclusive) and therefore coincide with two
important steps in the ramp up to the HL-LHC: (1) the delivery of the Computing Technical
Design Reports (CTDRs) of ATLAS and CMS currently targeting ∼2020, and (2) Run 3 of LHC
in 2021 through 2023. The CTDRs will describe the experiments’ technical blueprints for building
software and computing infrastructures to realize the maximum physics reach for HL-LHC, given
financial constraints defined by the funding agencies.

For ATLAS and CMS, the increased size of the Run 3 data sets relative to Run 2 will not be a
major challenge, and changes to the detectors will be modest compared to the upgrades anticipated
for Run 4. As a result, ATLAS and CMS will have an opportunity to deploy prototype elements of
the HL-LHC computing model during Run 3 as real operational tests, even if not at full scale. In
contrast, LHCb is making a major transition in its scale of data processing at the onset of Run 3.
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Some Institute deliverables will be deployed at full scale to directly maximize LHCb physics and
provide valuable experience the larger experiments can use to prepare for the HL-LHC.

4.1 Institute Structure

Innovative 
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Figure 3: Internal elements of the Institute.

The Institute will have a number of internal
functional elements, as shown in Figure 3. The Man-
agement and Coordination Plan details effort levels
for each of the elements.

Institute Management: The Institute will have a
well-defined internal management structure, as well
as external governance and advisory structures. Fur-
ther information on these is provided in the supple-
mental “Management and Coordination Plan.”

Institute Blueprint: The Blueprint activity will
maintain the software vision for the Institute.
Blueprint activities will be essential elements to
building a common vision with other HEP and HL-
LHC R&D efforts. One aspect of the Blueprint activ-
ity will be to bring together subject-matter experts
to answer specific key questions within the scope of
the Institute’s activities or within the wider scope of
HEP software/computing. Three or four workshops
are anticipated each year. The blueprints will inform
the evolution of both the Institute activities and the overall community HL-LHC R&D objectives
in the medium and long term.

R&D Areas: The proposed Institute will initially have three focus areas that encompass the
major R&D activities of the Institute. These areas are: Analysis Systems; Data Organization,
Management and Access; and Innovative Algorithms, which will be described in Section 4.2. Each
of these R&D areas will have its own specific plan of work and metrics for evaluation.

Exploratory: The Institute occasionally may deploy modest resources to carry out short-term
exploratory R&D projects. These projects will be designed to inform the planning and overall
mission of the Institute.

Sustainable Software Core: In addition to the specific technical advances that will be enabled by
the dedicated R&D areas, a “core” activity will focus on the key elements of producing and utilizing
sustainable software. This will impact all aspects of HL-LHC era physics from R&D to integration
to operations. Backbone elements will include improving ways to communicate to students and
researchers; identifying best practices in software engineering as well as possible incentives to adopt
them, developing and providing training and professional development; and making data and tools
that are modular, reusable, and available to the public.

Scalable Systems Laboratory: The SSL will provide the Institute and the HL-LHC experiments
with a means to transition their R&D from toys to testbeds to production-scale prototypes. The
process is capable of supporting innovation of novel analysis and data architectures, development
of software elements and tool chains, functional and scalability testing of service components, and
foundational systems R&D for accelerated services developed by the Institute.

OSG-LHC Services: Unlike the hardware composing the HL-LHC detectors, the computing ser-
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vices have to be in continuous operation throughout the LHC era into HL-LHC. The OSG project
provides a production-quality set of services for a wide community. The Institute’s operational com-
ponents will include LHC-specific services within the OSG. This includes activities like packaging,
validation, deployment, and operation of services as they pertain to the DHTC community.

Advisory Services: The Institute will play a role in the larger research software community (in
HEP and beyond) by being available to provide technical and planning advice to other projects
and by participating in reviews. The Institute will execute this functionality both with individuals
directly employed by the Institute and by involving others through its network of partnerships.

4.2 Institute R&D Focus Areas

Analysis Systems: The goal of analysis systems is to realize the maximum scientific potential
of the data in the least time. The final stages of data analysis are topically diverse and highly
collaborative within small subsets of the experiment collaborations. Future analysis models must
be nimble enough to adapt to new opportunities for discovery and large increases in data volume
and analysis complexity, and still minimize “time-to-insight”. Future analysis systems must provide
high throughput capability and data interactivity. Furthermore, they must include reproducibility
and reuse as fundamental capabilities of the entire system. IRIS-HEP will focus on four of the
areas outlined in Refs. [2, 13]:
Diversification: Over the last 20 years, HEP has developed and primarily utilized an analysis
ecosystem centered on ROOT [14]. While this approach has certain advantages for HEP, mainte-
nance and sustainability are significant challenges. Open source tools for data analysis have become
widely available from industry and data science. This modern ecosystem includes analytics plat-
forms, machine learning tools, and efficient data storage protocols. In many cases, these tools are
evolving rapidly and surpass HEP in terms of in total software development effort and the size of
communities that use and maintain them. IRIS-HEP will look to leverage these tools for HEP data
analysis and achieve better HEP engagement with data science communities for software R&D.
Functional declarative programming: The dramatic increase in data and the availability of hetero-
geneous computing resources like HPC clusters, GPU’s, and more traditional compute platforms
poses both a challenge and an opportunity for HEP. Instead of physicists defining how data pro-
cessing for analysis should proceed, they instead declare what they want to occur in their analysis.
This functional, or declarative programming model allows (and delegates the responsibility to) the
underlying infrastructure to optimize all aspects of the workflow, including data access patterns
and execution concurrency. IRIS-HEP will pursue R&D projects needed to develop functional pro-
gramming models tailored to physics use cases, along with the sophisticated algorithms to match
declarative specifications to underlying compute resources within a global optimization framework.
High-throughput, low-latency systems: Current late-stage analysis involves data reduction via a
series of time-intensive processing steps. A more modern approach is to employ high-throughput,
low-latency analysis systems. Two types have been explored in HEP: a system based on a technology
like Spark [15] and query-based systems. IRIS-HEP will extend existing work [16–18] to develop
them beyond prototypes to understand how they can improve the analysis ecosystem infrastructure.
Analysis preservation and reuse: Reproducibility is the cornerstone of scientific results, yet cur-
rently it is difficult to repeat or reuse most HEP analyses. Furthermore, reuse of analysis-specific
software is currently very inefficient even though the investment in a complete analysis approved
by HEP experiments is many person-years. Building the capability to easily reuse or repurpose
an analysis can reduce the time needed to produce new physics results from of years to months.
Analysis preservation and reuse strategies need to be considered in all new approaches under in-
vestigation, so that they become a fundamental component of the system as a whole. In addition,
the analysis workflows should be tightly integrated into the high-level cyberinfrastructure used to
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dissiminate HEP results via the INSPIRE [19] literature system and HEPData [20] data archive.

Data Organization, Management and Access (DOMA): The DOMA focus area performs
fundamental R&D related to the central challenges of organizing, managing, and providing access
to exabytes of data from processing systems of various kinds.
Data organization: R&D focuses on distributed storage infrastructure that enables dynamic trans-
formation of data from being optimized for archival storage to agile event reconstruction, and/or
fast & efficient partial event access for analysis. This includes R&D in on-disk event structure,
metadata and labeling for object selection, and organization optimized for function and qual-
ity of service. The latter may include compression; placement to minimize access latency; and
high-volume delivery for reconstruction. A key component of the organization is more actively in-
corporating archival storage into the storage infrastructure, reducing the volume of data the LHC
experiments are required to keep on disk and therefore reduce costs.
Data management and delivery: R&D focuses on how data is moved from the archival format and
large data facilities. This includes interaction with experiment’s larger data management systems
for movement of bulk data between continents, interaction with transient storage or caches, and how
data is delivered to users or streamed to centers doing bulk processing. The last case is where data
is transformed into a desired format and will involve edge services that deliver data for large-scale
processing at HPC centers.
Data access: R&D focuses on the interfaces, APIs, and infrastructure aspects necessary to provide
fast access to data for analysis. The latter includes intelligent storage, efficient data organization,
and evaluation of industry standard big data tools for use at the HL-LHC.

The R&D mentioned above will be fully integrated with the needs of other focus areas. This
includes dynamically transforming data as it is imported from archive into Analysis System proto-
types, and developing efficient data access mechanisms for such prototypes. DOMA works closely
with SSL and OSG in order to support the software lifecycle from R&D to testing, and production
scale prototyping.

Innovative Algorithms: Algorithms to perform the real-time processing in the trigger and the
reconstruction of both real and simulated detector data are critical components of HEP’s computing
challenge. University personnel, including graduate students and post-docs working on physics
research grants, frequently develop and maintain innovative algorithms and implementations. These
algorithms face a number of new challenges in the next decade due to new and upgraded accelerator
facilities, detector upgrades and new detector technologies, increases in anticipated event rates, and
emerging computing architectures. Tracking for the HL-LHC is an area in particular need of novel
approaches, though the Institute will pursue other high-impact applications. The Institute will
employ a wide range of strategies for the development of Innovative Algorithms, for example:

Innovative Tracking Algorithms will explore solutions for track reconstruction at the HL-LHC. As
tracking dominates the overall CPU budget of reconstruction, significant algorithmic improvements
will decrease the overall cost of computing for a given performance, thus enabling selection based
on tracking to be used on a bigger part of the incoming LHC data - both online trigger and offline.
This effectively increases the size and physics quality of the LHC data that we can afford to write
out of the detector.

A key target would be switching tracking software from being fundamentally sequential, to be-
coming massively vectorized and thus parallel. For CMS, the work will build on accomplishments
achieved as part of the NSF funded project “Particle Tracking at High Luminosity on Heteroge-
neous, Parallel Processor Architectures” and extend it to novel compute architectures like FPGAs.
It will research the fundamental limitations of GPU architectures for Kalman filter tracking, ex-
ploring new algorithms that are inherently more amenable to parallelization than the traditional
Kalman Filter algorithm, and generalize the previous work done to optimize memory access to
other data structures and algorithms beyond tracking. For ATLAS, the work will be performed in
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collaboration with A Common Tracking Software (ACTS) project which will provide parallelised
algorithms in an open-source and detector-independent code base. We aim to deploy our tracking
algorithms parasitically in the HLT during Run 3 data taking as a significant step towards full
tracking in the High Level Trigger for ATLAS and CMS.

We will also develop tracking algorithms for new detector architectures and technologies. This
will include developing algorithms with high efficiency and purity in the new forward regions of
the tracking detectors and exploiting detector architectures with tilted sensors and many hits
per track. We will also explore the use of techniques from machine learning in key areas. For
example, for ATLAS, replacing the classical ambiguity solving function used to discriminate between
duplicate tracks with a machine learning discriminant. This would be expected to improve the track
reconstruction performance in the cores of jets.

Machine Learning (ML) is a rapidly evolving area of computer science providing novel algorithmic
approaches for solving a wide variety of tasks based on data. Exploiting these developments will
require a significant and coordinated effort to understand the pros and cons of ML based approaches
compared to traditional techniques.

The HEP community is investigating the use of ML techniques across the gamut of HEP com-
puting tasks. Modern ML frameworks have been designed to leverage GPU and FPGA technolo-
gies [21]. In addition to the use of ML for event selection and particle identification, there has been
an explosion of effort to use ML for jet physics, tracking, and triggering applications. Recently, ML
and data science algorithms have been developed to for measurements [22], data quality monitor-
ing, the tuning of existing Monte Carlo simulations [23, 24], and neural network based simulations
trained on real data [25–27]. Algorithmic enhancements and new approaches will enable extended
physics reach even in more challenging detection environments. Moreover, algorithmic develop-
ment is needed to take full advantage of enhanced detector capabilities such as timing detectors
and high-granularity calorimeters.

Evaluation of traditional techniques, modernized approaches to traditional algorithms, and machine
learning based approaches will require well-considered metrics and a coordinated benchmarking ef-
fort. The Institute will take a holistic view that incorporates not only algorithmic performance,
but also considerations of computing hardware requirements, software maintenance and documen-
tation, and deployment in our production and online systems. The Institute will be able to leverage
the SSL and expertise in the OSG-LHC Services.

Institute R&D organization: These three focus areas will seed the intellectual contributions of
the Institute. They are expected to facilitate the growth of transdisciplinary convergent research in
the HEP community. The R&D focus of the institute will evolve over time, directed by stakeholder
input and involving both funded and unfunded collaborators. This process will be facilitated by
regular community workshops, blueprint activities, the results from exploratory R&D activities and
input from the Institute’s advisory groups and management team.

4.3 Cross-cutting Elements

In addition to the Sustainability Core, the Scalable Systems Laboratory (SSL) and the OSG Services
for the LHC (OSG-LHC) represent important cross-cutting elements of the Institute. The SSL and
OSG-LHC provide a mechanism for scalability & platforms testing and service operations necessary
for the U.S. LHC community to continually evolve its infrastructure from now until the HL-LHC.

Scalable Systems Laboratory (SSL): The SSL is constructed to have a core team with expertise
in scale testing and deploying services across a wide range of cyberinfrastructure. This core team
will embed and partner with other areas in the Institute to define investigations, design concrete
tests, execute and evaluate the results. The team will embed with the relevant area for each test,
dynamically growing and allowing it to draw upon a wider pool of effort to accomplish its goals.

8



The scalable platforms provided by the SSL does not imply it is a large-scale infrastructure
project. A key enabler for the success of the SSL will be the partnerships established outside the
Institute for access to services and resources representative of the HL-LHC scale. We will rely on a
number of resource types: (1) existing U.S. LHC cyberinfrastructure resources (including personnel
and hardware platforms), (2) NSF-funded R&D programs such as SLATE [28, 29], (3) the OSG,
(4) NSF supercomputers, and (5) institutional resources affiliated with the Institute. When a
significant test is needed the SSL will work with these sources to access and aggregate allocations,
perform validation and scale testing, and release the resources back to providers. In this context we
will incorporate innovations in automation, service orchestration, and configuration management in
building suitable DevOps environments for the software innovation teams. We have demonstrated
this approach previously within the community [30–32].

As an example from the Conceptualization Plan [2], we consider innovating a new delivery
network coupling a large capacity storage “lake” with distributed HPC centers. The delivery
network would consist of a set of caches and other organizational data services embedded at various
points in the distributed LHC cyberinfrastructure, deployed and operated by a central team of
service developers. Systems of orchestrated, containerized services would be functionally tested
and assessed for scalability and performance in realistic configurations using leveraged resources
from the participating institutions and the U.S. LHC computing facilities.

The Open Science Grid Services for LHC (OSG-LHC): Since 2006, the Open Science
Grid (OSG) has provided a fabric of services necessary for the production-grade distributed high-
throughput computing infrastructure required by the LHC experiments. The OSG is organized as a
consortium run by an independent council; members of the consortium - including the NSF-funded
OSG project - contribute the effort required to execute its vision.

For a complex software ecosystem involving functioning components for today’s LHC needs
and interoperating with the U.S.’s international partners, integrating new R&D from the Institute
cannot be done as a “big bang”. Instead, there must be a continuous pipeline from the internal
R&D into a running production infrastructure.

Hence, to provide this on-ramp while having continuity of the existing services for LHC, the
Institute will include a team, contributing to the OSG consortium, that performs LHC-specific
activities. This team will start with a focus on the following activities, identified in conjunction
with the U.S. LHC operations programs: (1) software packaging and integration; (2) operations
of software distribution, job accounting, registration, and monitoring services; (3) cybersecurity
infrastructure and operational cybersecurity; and (4) coordination with international distributed
computing partners such as the Worldwide LHC Computing Grid (WLCG), as well as the wider
DHTC community beyond the LHC. As IRIS-HEP matures, these startup activities will adapt so
the team can provide an “on-ramp” of R&D products into the U.S. LHC’s cyberinfrastructure.

4.4 The Institute as an Intellectual Hub

IRIS-HEP will serve as an intellectual hub, not only for the HL-LHC R&D effort, but also for
the larger HEP software and computing (S&C) community and for external communities with
overlapping interests. It will build on activities started in the S2I2-HEP conceptualization project
and the associated Community White Paper roadmap process. In this role, IRIS-HEP will focus
on seeding, building, and enabling collaborations across experiments, countries, and disciplines.
It will serve as a focal point for convergent research by individuals and groups from the HEP,
computer science, data science, software engineering, and cyberinfrastructure communities. IRIS-
HEP will provide a forum for domain experts outside HEP –and from the private sector– to advise
the HEP community on sustainable software development. The Institute will partner with the
HEP S&C community (writ large) to provide the computer science community access to HEP
data sets, environments and systems for use in CS-specific research. Similarly, the Institute will
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serve as a center for the HEP community to disseminate knowledge related to the current S&C
landscape, emerging technologies, and tools. IRIS-HEP will provide critical evaluation of new
algorithms, implementations, sustainability, and provide recommendations to collaborations on
training, workforce, and software development.

Building on the experience of the S2I2 conceptualization project and preparing the Community
White Paper, the Institute will facilitate Blueprint activities for the HEP S&C community as well
as for itself. The primary mechanism will be bringing together key personnel for small workshops
on specific aspects of the full R&D effort. These will serve to develop and document a common
vision for the broad R&D landscape.

The OSG-LHC activities will provide a bi-directional connection to the larger open science
community. This will provide opportunities for collaboration and for disseminating IRIS-HEP
R&D results, particularly for the DOMA and SSL work related to distributed computing.

Education and outreach, discussed in Section 5, is another area where the Institute will provide
intellectual leadership. The core team will undertake some of the outreach activities itself (especially
those related to packaging software or datasets, as an example), but most will be undertaken in
cooperation with partners of the Focus Area research groups. Many examples of possible projects
are discussed in the S2I2 Strategic Plan [2]. Specific choices will be made annually by the leaders of
these teams, following discussions with the Steering Board and Executive Board and will be reviewed
by the Advisory Panel. These activities will provide special opportunities for advancing diversity:
the Institute will proactively reach out to ensure broad representation at both the instructor and
student level. Amongst other benefits, these activities will provide individuals with opportunities
to directly engage with peers and gain visibility in the community.

5 Training, Education, and Outreach

People are the key to successful software. Working together across disciplines, experiments, and
generations, they are the real cyberinfrastructure underlying sustainable software. Developing,
maintaining, and evolving the algorithms and software implementations for HEP experiments will
continue for many decades. The HEP community is currently planning hardware upgrades for the
HL-LHC era which will start collecting data 8 or 9 years from now, and then acquire data for at
least another decade. Building the necessary software requires a workforce with a mix of HEP
domain knowledge, advanced software skills, and strong connections to other related disciplines.
The investments to grow this workforce must begin today and IRIS-HEP will play a leading role.

Current Practices: Education and training for software-related activities in HEP is uneven
and consists of a patchwork of activities with significant holes. Although most universities do
provide some relevant computer science and software engineering courses, and many are starting
to provide introductory “data science” courses, many HEP graduate students and postdocs are
not required to take these classes as part of the curriculum. No “standard” recommendations
exist for incoming research students, from the individual HEP experiments or the HEP field as a
whole. Some universities are developing curricula for STEM training in general and/or “certificate”
programs for basic data science and/or software training, but these are by no means universal.

HEP collaborations do typically provide opportunities for members to learn the software tools
developed by and/or used within the experiments. For example, the week-long CMS Data Analysis
School (CMSDAS) [33] pairs software experts with new collaborators to build and run end-to-end
examples of real analysis applications. Similarly, LHCb has a training program and workshops
called the “Starter Kit” [34] and the ATLAS collaboration has maintained an “ATLAS Analysis
Workbook” to provide information and examples for new (and experienced) ATLAS scientists doing
physics analysis. The goals of these programs are primarily to make new collaborators effective
users of the complex experiment software ecosystems, rather than effective developers of that
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ecosystem, even if the latter will be often an important part of their eventual research contribution.
In addition, these programs need to train collaborators with very uneven backgrounds in basic ideas
of computer science and software engineering, as described above.

A number of summer schools focused on more advanced software and computing topics also
exist in the global HEP community. These include, among others, the CERN School of Comput-
ing [35], the GridKa school [36] in Germany organized by the Karlsruhe Institute of Technology,
the “Developing Efficient Large Scale Scientific Applications (ESC)” [37], school organized by the
Istituto Nazionale di Fisica Nucleare (INFN) in Italy and (more recently) the “Computational and
Data Science for High Energy Physics (CoDaS-HEP)” school [38] in the U.S. Similarly, the labora-
tories also organize some “short-course” training activities. For example, the LHC Physics Center
(LPC) at Fermilab also offers half-day targeted training on specific topics.

A Vision for Training: The HEP community planning process during 2017 triggered numerous
discussions regarding training. Training is central to building the community skills needed to
address the computing challenges of the HL-LHC era. One key insight is the need to think of
training not as a set of individual, disconnected activities, but as part of a larger framework, as
shown in Figure 4.

Figure 4: A vision for training in HEP: researchers progress (vertically) from basic skills training,
through “user” training in existing software to training in skills needed to development new research
software.

The highest impact role for the Institute regarding training will be to coordinate training related
activities and to assemble and communicate this coherent vision of a training program for HEP
graduate students, postdocs and more senior researchers in software and computing. In addition
to its own direct training activities, it will develop a process with the community for implementing
and updating that vision over time. It can build a “federated” view over the possible training
opportunities in the experiments, at the labs, in dedicated summer schools and from other sources
(HEP and non-HEP). It will bring together the people organizing those training activities not only
to articulate the vision, but also to develop plans to enhance the sustainability, reusability and
impact of the training activities. Finally, it will work with the community to build an assessment
framework for the ensemble of activities that allows us to measure the impact of our activities.

In addition, IRIS-HEP will devote some resources to specific training activities, with the goal
of making a complete training program accessible for all U.S. graduate students and postdocs.
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We will support the existing CoDaS-HEP school and will provide travel support for students and
postdocs to participate. Personnel funded by IRIS-HEP will serve as lecturers for the CoDaS-HEP
school, for other schools and will give short courses at labs and universities. In order to provide
opportunities for further professional development, including mentoring, we will establish the IRIS
Fellows program. IRIS Graduate Fellows will each spend 3 months intensively developing software
tools in conjunction with either IRIS-HEP personnel or with collaborating institutions. Similarly,
IRIS Undergraduate Fellows will work 10 - 12 weeks during the summer, either developing or using
data-intensive tools. IRIS Fellows will also be a key ingredient to building an ever larger community
around the Institute as an intellectual hub. IRIS-HEP personnel will also engage with and serve
as mentors for other student programs at their universities, at labs (e.g. CERN, DOE labs), with
Google Summer of Code and other similar programs.

Education and Outreach: Outreach will include both educational activities aimed at targeted
communities and activities aiming to include the general public. The institutions participating in
the IRIS-HEP project already have good track records in these activities, and the Institute will
work with them to expand efforts that have strong software components.

Diversity: In addition, the Institute leaders have proactively sought diversity in building its
own research teams and advisory bodies. The institute will use its Outreach programs to establish
mentoring relationships with a diverse community through sponsoring undergraduate and graduate
student Fellowships. Women and minorities are poorly represented in HEP, and even more so in
software and computing areas. While the Institute can not tackle this problem alone, it will work to
minimize bias in the pipeline for students by partnering with its institution’s efforts. The Institute
will strive to introduce exciting HEP science at all educational levels, from high-school outreach, to
Undergraduate REU programs to programs at predominantly minority universities. Partnerships
are already established between senior IRIS-HEP personnel and the ENLACE [39] and STARS [40]
programs at UCSD and the INCLUSION [41] program at U.Illinois. INCLUSION is an REU
program run out of NCSA that provides opportunity for undergraduates from underrepresented
communities and Minority Serving Institutions to work with each other and mentors (e.g. IRIS-
HEP personnel) on interdisciplinary, socially-impactful projects that develop and use open source
software. Similarly, we will partner with the Graduate and Undergraduate Societies for Women in
Physics (SWiP) at the University of Chicago, the University of Nebraska and UC San Diego.

6 Timeline and Metrics of Success

The primary goal of the Institute is fostering, coordinating, and performing research and develop-
ment that leads to deployment of high impact software. The aim is to significantly advance the
physics reach of the HL-LHC experiments. Because the Institute will exist within a larger context
of international and national projects, a second major goal will be to build a more cooperative,
community process for developing, prototyping, and deploying sustainable software. The timeline
and metrics for success must address both of these goals.

Timeline The first two years of the Institute are designated as the Ramp Up Phase, to be followed
by a Full Execution Phase. Figure 5 provides an overview of some the activities during these
phases. The first year efforts will be focused on fully staffing the Institute and developing its
infrastructure. The Focus Areas will establish work plans and begin to execute them. This will
include defining initial goals, identifying specific use cases, and starting the execution of work
plans. Example initial goals would be to include a parallelized Kalman filter implementation for
track reconstruction (Innovative Algorithms area) for Run 3 or initial deployment of a distributed
storage facility for delivering event data to HPC centers (DOMA and SSL areas) for Run 3. Tools
for internal communication, sharing of code, unit and integration testing, external communication,
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etc., will be determined. The HEP software community already has tools for these activities; the
efforts in these areas will be choosing appropriately to create a coherent environment.

A key effort during the Ramp Up will be holding small, focused, Blueprint workshops to guide
the internal Institute plans and also to align the Institute’s plans with those of other entities doing
related software R&D for HL-LHC era experiments. Topics to be discussed will be defined by
the Focus Area teams. These will also help to form partnerships with the larger community and
incorporate their input in the Focus Area work plans. The first IRIS-HEP annual workshop (an
“all-hands” meeting) will be held in the first year. This will be both a forum for planning activities,
and also an opportunity to build a sense of community.

Figure 5: Timeline framework for the Institute.

The Institute’s software summer school
(continuing the CoDaS-HEP [38] series) will be
an annual event, with the first offering in 2019.
Similarly, the first IRIS Fellows will be selected
towards the end of the first year. The SSL
will be working with the focus areas and the
OSG-LHC services to develop its roadmap, with
the first DevOps platforms available in 2019.
During the Full Execution Phase, Focus Area
projects that are maturing will move to inte-
grate their products with the SSL and the ex-
periments. As projects reach completion, the
teams will transition to new projects. Some ac-
tivities, like CoDaS-HEP and the Fellows pro-
gram are anticipated to operate over the course
of the Institute with only minor tweaks. Meet-
ings with the Steering Board and the Advisory
board during the Full Execution phase will be
particularly important as the Institute focuses

on getting its work ready for testing during Run 3 of the LHC. Blueprint meetings will continue as
all aspects of the HL-LHC software efforts become more focused on Run 4.

Metrics No single set of metrics can evaluate the performance of all aspects of the Institute over
the course of its full lifetime. Different questions must be asked to evaluate its performance during
the Ramp-up Phase and during the Full Execution Phase. Specific goals and assessment metrics are
required for all Institute activities, specifically including, (i) Focus Area R&D, (ii) other Institute
R&D, (iii) Institute services, including SSL and OSG-LHC, (iv) Institute role as an intellectual
hub, and (v) training, education, and outreach. The goals and the assessment metrics in each area
will evolve over time. A detailed discussion of these ideas is presented in the S2I2 Strategic Plan [2].

The Institute’s progress will be formally evaluated in several places. The Steering Board will
work closely with the Executive Board to define goals and metrics for each forthcoming year, and
will review progress on a quarterly basis. In addition, the Advisory Panel will be asked to review
the Institute’s plans and provide feedback annually. It will also be asked to judge whether proposed
goals and metrics for the forthcoming year are appropriate.

7 Intellectual Merit of the Proposed Work

Developing cyberinfrastructure for use by domain scientists has two related types of intellectual
merit: (i) enabling the domain science, and (ii) advancing understanding of algorithms, implemen-
tations, and software engineering. Fully exploiting the anticipated hardware investments in the
HL-LHC, to do the promised transformative science, demands increased investments in software
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and computing. The primary goal of the Institute will be fostering the requisite software research
and development, and helping the experiments deploy the innovative tools they need. In addition,
the Institute will help maintain and advance community elements of the operational infrastructure.

The R&D to be done in the Focus Areas of Data Analysis Systems, DOMA, and Innovative
Algorithms, will transform the HL-LHC’s ability to do science by enabling the experiments to
ingest, digest, and analyze the flood of data that will be produced. Data Analysis Systems will
introduce techniques that will deliver decreased time-to-science by optimizing frameworks for high-
volume I/O, developing interfaces that decrease the complexity exposed to the end user, and better
leverage existing industry tools to complement HEP-specific ones. DOMA will focus on how data
is organized within the existing distributed storage systems utilized by the LHC community, more
actively using tape and reducing replication levels. DOMA will also study how data is delivered
(either in terms of bulk movement or from an edge service on a computational resource) and how to
optimize the format used for delivery. Innovative Algorithms will work to produce transformational
advances in the physics algorithms used by the experiments; by applying modern programming
techniques, leveraging new approaches in detector designs, and machine learning, this area will
extend the physics reach of the HL-LHC.

The SSL will provide the Institute, and its partners, opportunities to test software and ideas
at full production scale, by pulling together resources within IRIS-HEP and from the larger LHC
community. It will provide the Institute with a diverse set of environments for integrating new
tools; a capability that will be unique within the community. Specifically, it will help assure that
R&D leads to successful deployment of useful software. A critical element in the success of the
LHC, to date, has been its use of distributed high throughput computing (DHTC). The OSG-LHC
activities to be incorporated into the Institute will provide a natural bridge for HEP computing
from the current set of services to those required for the success of the HL-LHC.

8 Broader Impacts of the Proposed Work

Developing cyberinfrastructure to enable the science program of the HL-LHC will have broad
impacts in fields as diverse as HEP and DHTC, and in designing sustainable software. Much of
the software will have applications beyond the HL-LHC experiments, and even beyond HEP. Most
students who earn Ph.D.’s in experimental particle physics, and even most post-docs, move into
the private sector taking their skills with them. Hence, the education and training provided by the
Institute will contribute to a highly qualified STEM workforce.

Many of the problems to be addressed by IRIS-HEP teams of physicists, computer scientists,
data scientists, and software engineers will serve as the specific and compelling use cases of more
general questions. As the non-physicists bring their knowledge, theories, and methods to bear on
these problems, this transdisciplinary effort will drive additional research in their fields. This will
serve as an example of the convergence research advocated by the NSF [42].

The ATLAS and CMS experiments each have ∼3000 collaborating physicists, and LHCb ∼800.
The software to be developed and fostered will enable the full physics program of all these scien-
tists. About 30% of the ATLAS and CMS collaborators come from U.S. institutions, as do ∼5%
of the LHCb collaborators. Beyond the HL-LHC experiments, many of the tools will be used by
other HEP experiments at Fermilab, BNL, and elsewhere. Past experience with the OSG demon-
strates that DOMA and DHTC software developments in HEP can be deployed to benefit other
sciences. Examples include Rucio [43], gWMS [44], CVMFS [45] and xrootd [46, 47]. As a vehicle
for growing convergence research with the CS and Cyberinfrastructure communities, the Institute’s
research areas will impact and drive innovation in other domain sciences and the private sector. For
example, machine learning algorithms developed as part of DIANA-HEP to mitigate systematic
uncertainties [48] can be adapted by the private sector to ensure fairness (mitigate against implicit
bias) [49–51]. Similarly, likelihood-free inference algorithms developed by DIANA-HEP [22,24] are
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being used for genome-wide association studies [52,53] and cardiac simulators [54].

9 Results from Prior NSF Support

Princeton: PI Elmer is supported by OAC-1450377 (“Collaborative Research: SI2-SSI: Data-
Intensive Analysis for High Energy Physics (DIANA/HEP)”, 05/01/2015-04/30/2019, $1,145,564),
PHY-1521042 (“Collaborative Research: Particle Tracking at High Luminosity on Heterogeneous,
Parallel Processor Architectures”, 08/01/2015-07/31/2018, $494,529) and OAC-1558216 (“Collab-
orative Research: S2I2: Cncp: Conceptualization of an S2I2 Institute for High Energy Physics”,
07/01/2016-06/30/2018, $95,036). Intellectual Merit: Interoperability of HEP tools with the
Big Data software ecosystem [16–18, 55, 56]. Development of key algorithms for charged particle
tracking [57–63]. Broader Impacts: Training of the national community of HEP physicists to
use advanced software/computing tools, through schools like CoDaS-HEP [38]. Organization of
dedicated workshops to explore common research interests between the HEP and Computer Sci-
ence communities [64–66] and a multi-disciplinary (HEP, Astronomy, Genomics) workshop on data
management [67]. Publications: As listed above. Research Products: The S2I2-HEP concep-
tualization project produced the Strategic Plan for U.S. university contributions to an HL-LHC
“software upgrade” [2] and was a key driver of the development of the international community
roadmap [1]. DIANA/HEP has produced numerous software products including uproot, Histogram-
mar and OAMap. For a full list see [68].

U.Nebraska: Co-PI Bockelman is senior personnel on PHY-1148698 (“THE OPEN SCIENCE
GRID The Next Five Years: Distributed High Throughput Computing for the Nation’s Scientists,
Researchers, Educators, and Students”, 6/01/2012-11/30/2018, $22,399,980) Intellectual Merit:
The OSG is a national, distributed computing partnership for data-intensive research. It provides
a fabric of services and a framework for sharing and utilizing a heterogeneous set of computational
resources. Broader Impacts: The OSG underlies the US portion of the computing strategy of
several major NSF investments, including the ATLAS and CMS experiments at the Large Hadron
Collider (LHC). Approximately two-thirds of the OSG usage is US LHC experiments, the remainder
usage is split between other High Energy Physics (HEP) experiments and other fields of science.
Publications: OSG is utilized for a large range of publications by our stakeholders. For a broad
overview of the OSG itself, see [69], [70]. Research Products: See [71] for links to further publica-
tions, software, and software packaging produced by this proposal. OSG maintains approximately
monthly releases and has enabled hundreds of publications across many disciplines [72].

U.Washington: Co-PI Watts is a co-PI on PHY-1509257 (“Beyond the Standard Model Physics”,
7/15/2015-6/30/2018, $2,490,000). Senior personnel on “Data and Software Preservation for Open
Science (DASPOS) (sub-award from Notre Dame for DASPOS, 9/14/2012-8/31/15, $166,758).
Intellectual Merit: Leading several searches for Long Lived Particles in the ATLAS detector,
using boosted decision trees to differentiate jets coming from long lived particles and standard
model jets [73, 74]. Work on developing a new surface detector at the LHC to search for ultra-
long-lived particles and construction of a test-stand to demonstrate techniques [75]. Work on
data preservation for the DZERO experiment at the Tevatron. In particular, the design of the
cvmfs back-end for the software environment preservation [76]. Ontologies for preservation of
physics analysis and software for reproducability [77]. Broader Impacts: Publications of trigger
efficiencies for signature-driving triggers are used by phenomonologists to predict performance of
their models. The workshop on Advanced Computing and Analysis Techniques (ACAT) 2017 was
hosted at the University of Washington. 200 people attended [78]. Preserving data for the DZERO
experiment for future use by the HEP community [76]. Publications: See above.
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